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Abstract:Financial forecasting is one of the challenging field of research due to its wide commercial applications
and high risks that could happen to courtiers economies if fail to deal with various changes in the market. Stock
Market found to be a dynamic, non-linear and complex process in nature. It is usually affected by many factors
such as economic conditions, bank exchange rate, investors’ expectations, governmental events, and of course
Wars in various areas of the world. The process of prediction/forecasting of money exchange rate help organiza-
tions, governments and business market to make decisions; it is essential for determining information about future
markets. This paper introduces the basic idea of developing mathematical models for currency exchange rate us-
ing Artificia Neural Network (ANN) and Multiple Linear Regression (MLR) models. The data set used in the
experiments collected during January 4, 2010 to December 31, 2013. Number of criterion were used to validate
the developed model’s performance. The NN model show promising results.
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1 Introduction

Prediction in time series data are clearly beneficia in
many areas like forecasting the weather, prices in the
stock market, signal processing, Earthquake predic-
tion, control engineering, computer communications
and other areas. In the literature, several models have
been proposed to give either short-term or long-term
prediction, but what make these models supersede
the others is the accuracy of their prediction and the
minimum of required input data [1]. Accurate fore-
casting methods are crucial for portfolio management
by commercial and investment banks. Assessing ex-
pected returns relative to risk presumes that portfolio
strategists understand the distribution of returns. Fi-
nancial expert can easily model the influenc of tangi-
ble assets to the market value, but not intangible asset
like know-how and trademark. The financia time se-
ries models expressed by financia theories have been
the basis for forecasting a series of data in the twenti-
eth century. Studies focusing on forecasting the stock
markets have been mostly preoccupied with forecast-
ing volatilities. There have been few studies bringing
models from other forecasting areas such as technol-
ogy forecasting.

Forecasting simply means understanding which
variables lead to predict other variables [2]. This

means a clear understanding of the timing of lead-lag
relations among many variables, understanding the
statistical significanc of these lead lag relations and
learning which variables are the more important ones
to watch as signals for predicting the market moves.
Better forecasting is the key element for better finan
cial decision making, in the increasing financia mar-
ket volatility and internationalized capital fl ws.

It was suggested that one of the best ways to pre-
dict exchange price is the use ANN which can eas-
ily adapt the changes of the market and provide a
high performance modeling with sufficien available
data [2]. In literature many ANN models are evalu-
ated against statistical models for forecasting the mar-
ket value. It is observed that in most of the cases ANN
models give better result than other methods. Ex-
ploring the use of feedforward and various recurrent
neural network (RNN) architectures in predicting the
foreign exchange rates was presented in [3]. Data of
future contracts on foreign exchange rates for British
pound (BP), Canadian dollar (CD), and Japanese yen
(JY) that are traded at the Chicago Mercantile Ex-
change (CME) against US dollars were used in the ex-
periments. It was found that recurrent NN model offer
the most accurate predictions than the Back Propaga-
tion (BP) for JP exchange rates. However, none of
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the RNN models appear to be statistically superior to
the benchmark (i.e., linear model) for predicting CD
exchange rates. This mean that the type of NN, the
learning algorithms, the proposed model and the avail-
able data set can significantl affect the results of the
prediction models.

In this paper, we introduce a solution to exchange
rate prediction problem using NN. Back propagation
(BP) training method is used to train the neural net-
work. BP is one of the most popular techniques to
train the Feed forward (FF) neural networks. It is a
supervised learning type neural network. It uses the
steepest gradient descent method to update the ANN
weights such that a minimization criterion is reached.
BP uses a differentiable activation function. We show
that NN can provide better prediction values to the
exchange rate than the traditional MLR model. The
results provided, significantl outperform the MLR
ones. A detailed description of the proposed NN
model structure, learning algorithms and method of
validating results are presented.

2 Why Stock Market Prediction?

Strong motivations for demanding the prediction of
stock market prices exists [2, 4–6]. The most sig-
nifican motive is the maximization of the financia
profit With the growing investing and trading sizes,
people urgently searched for an intelligent tool which
helps to increase their gains and minimizing their
risks. Many approaches were used to achieve these
goals. They include statistics and linear regression
techniques [4, 5, 7]. The goal is to be able predict and
benefi from the market direction. None of these tech-
niques has proved to be the constantly correct predic-
tion tool as desired.

Predicting stock market based time-series mod-
els, using past measurements to provide an estimate
of future measurements, have been explored in many
articles [6,8,9]. It is always required to build a model
that has a recurrence relation derived from past mea-
surements. The recurrence relation is then used to pro-
vide a near accurate new measurement. These mea-
surements are expected to be good enough compared
to the actual measurements. Auto-Regressive (AR)
models investigated in the past to solve the model-
ing problem for stock index predication [10–12]. Re-
cently, much effort was directed towards either im-
proving the prediction accuracy of these models us-
ing soft computing techniques or using it directly
to handle the forecasting problem [13, 14]. In [15],
authors presented a nonlinear auto-regressive (NAR)
time-series model for forecasting applications. GAs
simultaneously optimize all of the Radial Basis Func-

tion (RBF) parameters so that an effective time-series
model was designed and used for forecasting. A time
series model based fuzzy inference system was ex-
plored to select the best time lags of a linear model
was introduced in [16]. Similar approaches based hy-
bridization of Autoregressive Integrated Moving Av-
erage (ARIMA) and soft computing techniques were
also presented in [17].

Many Artificia Intelligent techniques were used
to build a model structure for stock market prediction.
They include the multilayer feed-forward neural net-
works, expert systems and Genetic Algorithms (GAs)
[9, 18–20]. Prediction of stock price index movement
of the daily Istanbul Stock Exchange (ISE) National
100 Index using ANN and support vector machines
(SVM) was presented in [21]. Ten technical indica-
tors were selected as inputs of the proposed models.
Experimental results show that average performance
of ANN model (75.74%) was found significantl bet-
ter than that of SVM model (71.52%). This shows
that ANN has the capabilities to provide better results
than other types of modeling approaches. Genetic Al-
gorithms and ANN technologies were integrated for
developing a stock market forecasting system. GAs
was used as a classifie to control the activation of a
feedforward ANN to perform local forecasting activ-
ity [22]. Recently, authors in [23] provided a predic-
tion model for the Standards & Poors 500 (S&P500)
index based Genetic Programming (GP). The experi-
ments and analysis conducted show some unique ad-
vantages of using GP over other soft computing tech-
niques in stock market modeling.

3 Modeling based MLR

Common types of casual models are the regression
analysis and the econometrics models. An auto re-
gression analysis is a technique that uses multiple re-
lated variables (x) to predict the outcome of a depen-
dent variable (y) [24], which will be discussed fur-
ther in the coming sections of the research. An es-
sential part in the forecasting process is the collection
of data, when collecting historical or recent data it is
important to make sure that the data is reliable, valid,
and also relevant to get the most accurate estimations.
Another important part is the selection of the method,
it is important to select the method that is best fi or
more effective to the situation, and that could depends
on several factors like for example the level of uncer-
tainty and the feasibility of the selected method [25].

In most business and economic applications, we
need to solve the problem of findin the relation-
ship which exists between two different random vari-
ables X and Y . This type of relationship is known
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as a bivariate relationship. Thus, we need to pre-
dict the value of a dependent variable Y based upon
the value of one independent variable X . For exam-
ple, sales manager might want to predict the expected
sales price based on the historical sales during the past
weeks. A financia specialist may be interested in de-
veloping a relationship between the investment during
certain time frame and the future returns [26].

In simple regression analysis, we are always inter-
ested in findin the pattern of the functional nature of
the relationship between numbers of variables. This
relation could be a simple one so a simple linear re-
gression model is adequate or it may need a higher
complex relation where more advanced relation need
to be produced. When adopting regression analysis to
solve the forecasting/estimation problem, it is impor-
tant to determine the appropriate mathematical model
that properly explains the relationship between the
variables of interest.

The general MLR model can be described as
given in Equation 1:

yk = β0 +
n
∑

i=1

βiy
k−i (1)

Equation 1 is called regression functionand the model
parameters γi’s (i = 0, . . . , n) are called regression
coefficients.

4 Least-Squares Estimation

The general least-squares estimation (LSE) problem
can be formulated as follows. Assume a linear system
has:

• Input signals: yk−i, i = 1, . . . , n and

• Output signal: yk as given in Equation 1.

To show how the parameter estimation process
work, we assume we have a system with four input
variables yk−1, yk−2, yk−3, yk−4 and single output yk
as in the case under study. Thus, the linear mathemat-
ical model can be represented as in Equation 2:

yk = β0 + β1 y
k−1 + β2 y

k−2

+ β3 y
k−3 + β4 y

k−4 (2)

According to statistical terminology, fittin data
using linear model structure is called linear regres-
sion. To estimate the model parameters we need
to collect number of measurements m for the input-
output pair which is called training data set.

To fin the values of the model parameters β’s
we need to build what is called the regression matrix
Ω. This matrix is developed based on the experiment
collected measurements. Thus, Ω can be presented as
follows given there is a set of measurementsm. Given
that yk−1

1
is the collected measurements number one

at the instance of time k − 1.

Ω =















1 yk−1

1
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1
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2
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

(3)

The parameter vector λ and the output vector y
can be presented as follows:

λ =











β1
β2
...
βn











y =











yk
1

yk
2

...
ykm











(4)

The least squares solution of yields the normal
equation:

ΩTλ = y (5)

which has a solution:

λ = Ω−1y (6)

But since, the regression matrix Ω is not a sym-
metric matrix, we have to reformulate the equation
such that the solution for the parameter vector λ is
as follows:

λ = (ΩTΩ)−1ΩTy (7)

The second order polynomial model is given in
Equation 8. This model can provide a better accuracy
than the firs order model since it provides more dy-
namics and non-linearity.

yk = β0 +
n
∑

i=1

βi y
k−i +

n
∑

i=1

n
∑

j=0

βij y
k−iyk−j (8)

5 Prediction and ANN

ANN is an information-processing systemwhich is in-
spired by the biological neural system. ANN is com-
posed of interconnected neurons which send signals
to each other over a large number of weighted con-
nections. McCulloch and Pitt in 1943 started by a
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simple binary neuron model then moved to large num-
ber of interconnected neuron. ANNs and prediction
of exchange price were heavily investigated by re-
searchers such as in [27] where the prediction of cur-
rency exchange rate between US$ to British Pound,
Indian Rupees and Japanese Yen were presented. The
performance of the proposed models was evaluated
through simulation and has been compared with those
obtained from standard LMS based forecasting model.

5.1 Neural Network Architecture

ANN neurons are grouped into layers: input layer,
hidden layer, and output layer. Neurons can be highly
connected or fully connected. Each connection is rep-
resented by a weight which is define based on the
learning algorithm. Connection weights reflec the
relative importance of each input to the neuron. In
input layer, each input represents a single attribute,
while the fina output of the output layer represents a
result or solution. These neurons are grouped together
to form a layer. Each neuron has a number of inputs
and a single output, in our case study. Each input has
an assigned factor or parameter called the weight. The
way how a neuron is working is as follows: input sig-
nal to each neuron is multiplicity by the correspond-
ing weight then the result from the multiplication is
summed and passes through a transfer function, most
likely to be a sigmoid function. If the result of the
summation is over a certain threshold, the neuron out-
put will be activated else the output is not. The most
simple unit of any ANN is the perceptron which is
shown in Figure 1.

Activation
function

∑

w2x2

...
...

wnxn

w1x1

w01

inputs weights

Figure 1: The simple perceptron architecture

5.2 Learning Algorithm

Learning process in ANN is the algorithm used to ad-
just the weights of the network in order to minimize

the difference between the actual and predicted values
by the network. Usually, the weights if the network
is initialized randomly. There are four basic types
of learning rule: Error Correlation Learning (ECL),
Boltzmann learning (BL), Hebbian Learning (HL),
and Competitive Learning (CL). The detailed descrip-
tions of these learning rules are referred to the work
of [28]. Among all the training algorithms, Back-
Propagation (BP) which follows ECL rule is the most
popular choice. The famous BP is essentially a gra-
dient steepest descent method, searching at error sur-
face. Basically, BP involved two steps in each itera-
tion:

• Forward calculation to produce a solution and
based on the error,

• Backward propagation to adjust weights.

However, the standard BP suffers from several
weaknesses such as slow convergence, lack of ro-
bustness, and inefficien y [29]. To address the slow
convergence rate problem of the BP algorithm, re-
searchers like, Leonard and Kramer [30]; Hunt and
Sbarbaro [31]; Nahas et al. [32]; Karim and Rivera
[33] proposed the use of conjugate gradient method to
provide a faster convergence.

Suppose we have ANN with n neurons in the in-
put layer andm neurons in the hidden layers, and one
output neuron. The learning process can be divided
into number of stages and described as follows:

1. Process in the Hidden layer: Given a set of in-
puts xi and a set of corresponding weights wij

between the input and hidden neurons, the out-
puts of all neurons in the hidden layer are cal-
culated by the summation function in Equation 9
where the activation function is shown in Equa-
tion 10.

Si =
n
∑

i=0

wijxi

yj = φ(Sj) (9)

where i = 1, 2 . . . , n and j = 1, 2, . . . ,m. φ and
yj are the activation function and output of the
jth node in the hidden layer, respectively. φ is
usually a sigmoid function given Equation 10.

φ(x) =
1

1 + e−x
(10)

2. Process in the Output layer: The outputs of all
neurons in the output layer are given Equation
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11. l is define as the number of neurons in the
output layer. For simplicity, l is one.

Y = f(
m
∑

j=0

Wjlyj) (11)

f is the activation function of the output layer
which is usually a line function. Y is the neu-
ral network output from the single neuron in the
output layer as in our case study.

3. Stopping process: The learning process contin-
ues till the error minimization criterion (the dif-
ference between the actual and the result of the
network) is reached.

6 NN AutoRegressive, eXternal
(NNARX) Input Model

The ARX model is a simple model structure. This
structure can be presented as given in [34–36] and in
Equation (12):

G(q−1, θ) = q−kB(q−1)

A(q−1)

H(q−1, θ) =
1

A(q−1)
(12)

The predictor ŷ(t|θ), which is the prediction of
the observed response using ARX model can be com-
puted as:

ŷ(t|θ) = q−kB(q−1)u(t) + [1−A(q−1)]y(t)

= ϕT (t)θ (13)

where:

ϕ(t) = [y(t− 1), . . . , y(t− nA),

u(t− k), . . . , u(t− k − nB)]T

θ = [−a1 . . .− anA, b0 . . . bnB]
T (14)

General nonlinear input-output ARX models can
be described as given in Equation (15):

y(t) = ŷ(t|θ) + e(t)

= g[ϕ(t, θ), θ] + e(t) (15)

where ϕ(t, θ) is the regression vector, θ is the
neural network adjustable parameters vector known as

y(t)^
NNARX
Model

u(t−k−nB)

u(t−k)

y(t−nA)

y(t−1)

MLP

Figure 2: The NNARX Model Structure [34–36]

the weights W and g is a nonlinear function realized
by the neural network. The NNARX model structure
is depicted in Figure 2.

To develop a prediction model for the Reserve
Bank of Australia, we need to use a set of training
data ZN which is used to train the ANN. This pro-
cess determine the ANN weights matrix W which is
specifie by the adjustable parameter θ. TheMLP net-
work can be trained to learn the nonlinear relationship
from the set of training data ZN to the set of possible
weights θ̂.

ZN → θ̂

The developed ANN model will predict the val-
ues of ŷ(t), which should be ”close” to the true output
y(t). The produced NN should be able to pass the
acceptable performance test [37, 38]. The regression
vector [34, 37] is define as in Equation (14). Notice
that the regression vector is formed with the past val-
ues of the input and output of the system.

7 Performance Criterion

We explored various criteria to measure the perfor-
mance of the developed model. They are given in fol-
lowing equations:

1. Variance-Accounted-For (VAF):

V AF = [1−
var(y − ŷ)

var(y)
]× 100% (16)

2. Mean Square Error (MSE):

MSE =
1

n

n
∑

i=1

(yj − ŷj)
2 (17)
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3. Euclidean distance (ED):

ED =

√

√

√

√

n
∑

i=1

(yi − ŷi)2 (18)

4. Manhattan distance (MD):

MD = (
n
∑

i=1

|yi − ŷi|) (19)

R refers to the Pearson product-moment correlation
coefficient often called simply correlation coefficien
between the two variables y and ŷ is define as:

R =

∑n
i=1

(yi − y)(ŷi − ŷ)
√

∑n
i=1

(yi − y)2
∑n

i=1
(ŷi − ŷ)2

(20)

where y, ŷ and yi are the actual and estimated model

output of the developed model and the mean value of
the signal y, respectively.

8 Reserve Bank of Australia

The Australian Government and its agencies require
specifi bank services and the Reserve Bank of Aus-
tralia (RBA) provide such services. The foundation of
the bank was in 1912. This central bank takes the duty
of managing the Australian gold and foreign exchange
reserves. There are also many central banks and some
formal organization help in doing so. The central bank
of Australia is the RBA, its functions and power is
taken from the Reserve Bank Act 1959. The records
of the Reserve Banks contain: the central banking, the
financia markets and system surveillance, the econ-
omy and monetary policy, and the bank designs and
issue functions. The bank’s mission involves measur-
ing the changing occurs in the currency and its effect
on the full employment, and welfare and economic
prosperity of the Australian people. The bank policy
is to archives all information or attributes which affect
the exchange rate value which can help in monitoring
and control the economy.

9 Experimental Results

A data set from January 2010 till the end of Decem-
ber 2013 was used in our experiments. The Daily ex-
change rates of the Australian Dollar against the Euro
was used in our experiments. In the following subsec-
tion, we shall provide the mathematical relationship

which was developed using MLR model and the val-
ues of the estimated parameters using LSE. We will
also show graphically the relationship in both training
and testing cases between the actual exchange price
and exchange estimated price. We shall also provide
the developed ANNmodel to be used in predicting the
exchange rate.

9.1 Euro MLR Model

The developed Euro model is presented in Equation
21. The study of residuals (i.e. error) is essential
to MLR modeling process and deciding the perfor-
mance of the proposed model. The best model with
the highest R2 (0.97956) in training case is obtained
and shown in Figure 3. The measured and estimated
exchange rate between the Australian and Euro Rate
Using MLRmodel in both training and testing cases is
shown in Figure 4. The computed evaluation criteria
is given in Table 1.
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Figure 3: Computed R for the MLR model

y(k) = 0.5264y(k − 1)− 0.0038y(k − 2)

+ 0.0015y(k − 3) + 0.0441y(k − 4)

+ 0.3108 (21)

Table 1: Evaluation Criteria-Euro Model
Case VAF MSE ED MD
Training 80.7344% 21 ×10−5 0.3274 0.0118
Testaing 80.1604% 97 ×10−5 0.7065 0.0284
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Figure 4: Measured and Estimated MLR Euro Exchange Rate in (a) Training (b) Testing Cases

9.2 Euro ANN Model

In this section, we provide our results based ANN
model. The simulated prediction process was per-
formed using ANN Based System Identificatio Tool-
box provided by M. Norgaard under Windows sys-
tem [37]. The ANN model was trained based LM al-
gorithm.

• ANN Architecture: The proposed ANN archi-
tecture developed for the stock market model is
shown in Figure 5 (a). The ANN has four in-
puts y(k−1), . . . , y(k−4) with the ANN output
is y(k) which is the current estimated value of
the exchange rate. We run the back-propagation
(BP) learning algorithm to estimate the ANN
weights which minimize the error difference be-
tween the actual exchange rate and the estimated
one. The ANN convergence is shown in Figure 5
(b). After adequate number of epochs the ANN
error reached a pre-specifie threshold of mini-
mum error.

• Simulation: To show the performance of the
ANN, we draw the results of the actual exchange
rate and the output of the ANN in both training
and testing cases (See Figure 6 (a), (b)). It can
be seen that the two curves are very close which
indicate an outstanding performance of the de-
veloped ANN model. The actual and estimated
values are better coinciding as given in the plot.
This means the ANN was able to improve the
computed ŷ than in the case of MLR.

• Computed R and Auto-Correlation: Accord-
ing to Equation 20, we also measured the values
of R and show its performance in Figure 7 (a).
To guarantee a robust performance, we measured

the auto-correlation function of the prediction er-
ror and presented it in Figure 7 (b).

• Error Criterion: We computed the performance
of the developed ANN model using the evalua-
tion criterion, VAF, RMSE, ED, and MD. The
values are given in Table 2. It can be seen that the
performance of the ANN model is better com-
pared to the results developed using the MLR
model.

Table 2: Evaluation criteria of the Euro based ANN
Model
Case VAF MSE ED MD
Training 98.08% 2 ×10−5 0.101 0.003
Testing 96.00% 16 ×10−5 0.287 0.009

10 Conclusions and Future Work

In this paper, we provide a comparison between ANN
and MLR models in predicting the currency exchange
rate. Two models for the daily exchange rates of the
Australian Dollar against the Euro w ere developed.
The data set used in the experiments collected dur-
ing the period of January 4, 2010 to December 31,
2013. Many evaluation criterion were used to evalu-
ate the developed model. It was found that the ANN
is superior in providing better prediction capabilities.
We plan to explore other soft computing techniques
to solve this problem since these techniques were
promising.
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Figure 5: (a) Proposed ANN Architecture (b) Convergence of the proposed ANN
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Figure 6: Measured and Estimated ANN Euro Exchange Rate in (a) Training (b) Testing Cases
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Figure 7: (a) Computed R for the ANN model (b) Auto-Correlation function of prediction error in ANN
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